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Feed-Forward Neural Networks consume fixed-size ordered data.
E.g. vectors



Recurrent Neural Networks consume arbitrary-size ordered data.
I.e. sequences



…

This Talk: Neural Networks that consume arbitrary-size un-ordered data.
I.e. sets





Point Clouds



Cardinality-AgnosticPermutation-Invariant



PointNet and DeepSets



PointNet and DeepSets

(Qi et al. 2017)

(Zaheer et al. 2017)



PointNet and DeepSets
Consistency 

(Qi et al. 2017)

(Zaheer et al. 2017)



Refactor



Continuity?
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Continuity?

Space of nonempty compact subsets 
with Hausdorff metric 𝑑!

Space of Borel probability measures 
with Wasserstein metric 𝑑"
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Upgrade: Unique Continuous Extension

Space of nonempty compact subsets 
with Hausdorff metric 𝑑!

Space of Borel probability measures 
with Wasserstein metric 𝑑"



Stability of Extension



Classical UAT → Topological UAT



Topological UAT → UAT for Extension



UAT for Extension → Point Cloud UAT 

Uniform Closure



The Overlap and Limitations

Den
se Dense

???
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The Overlap and Limitations

Only
Constant 
Functions

e.g.
Diameter

e.g.
Center-
of-Mass



Is the Problem at Infinity?

???



Is the Problem at Infinity? 

???

…Not Quite



Is the Problem at Infinity? 

???

…Not Quite
PointNet still can’t learn center-of-
mass even with fixed cloud size.



Center-of-Mass, PointNet, & Fixed Size Sets

Two 𝑑!-continuous paths with same limit…
…But different limiting centers.



Error Lower Bound for ave!

Moreover, we can construct such 
geometric “adversarial” examples



Test of Error Lower Bound (Center-of-Mass)
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Test of Error Lower Bound (Center-of-Mass)



Summary
§ PointNet & normalized-DeepSets uniquely continuously extend to 𝒦(Ω) and 𝒫 Ω

respectively. 

§ PointNet & normalized-DeepSets can uniformly approximate the uniformly 
continuous functions on Fin Ω w.r.t. 𝑑! and 𝑑" resp. They cannot uniformly 
approximate anything else.

§ PointNet & normalized-DeepSets are Lipschitz if activations are Lipschitz

§ Constants are only functions mutually approximable by PointNet and DeepSets on 
Fin(Ω).

§ PointNet cannot uniformly approximate averages of continuous functions (even for 
fixed cloud size) and geometric adversarial examples are abundant and easily 
constructed.
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