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Introduction

* Develop intelligent routing method for delay
tolerant networks (DTN)

* Reduce number of bundles (protocol data unit)
replicated in Epidemic style routing

* Opportunistic routing scenario versus
deterministic

 Evaluate classifiers of varying complexity for
delivery prediction

* Forward bundles to nodes with greatest
likelihood of delivering message




Motivation

Software Defined Networking Delay Tolerant Networking

* Rule-based switches * Common protocol layer

®* Control and data plane

* Storage for long term
separation

disruptions

* Cognitive Networks * Message ferry/relay

* Data driven approach to

* Neighbor discovery
quality of service

®* Opportunistic routing
®* Reduce labor

Machine Learning Mobile ad hoc Networks



Routing Problem

Mars Surface Earth Mission
Vehicle

Relay N k .
Slay Nenwar Operations

* Find efficient paths through complex network
* Increasing number of nodes
* Heterogeneous protocol stack
* End to end path changing in time

* Opportunistic routing vs. scheduled contacts

* Data-driven approach
e Delivery history
* Retransmission attempts



Delay Tolerant Networking

* Architecture and protocols for
networks with:

* Long round trip times

e Lack of continuous end-to-end
path

* Asymmetric and/or error
prone links

* Heterogeneous protocols

* Bundles are stored until they can
be forwarded to a neighbor
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Opportunistic DTN Routing

* Nodes may discover each other
* Exchange "handshake" information
e Epidemic routing: send any

bundle the neighbor doesn't
already have

e Best probability of delivery

* Creates duplicate bundles in the
network
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* Wastes transmission opportunities,
data storage, processing
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* How to determine best neighbors
to get data to final destination?
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Approach

 Container based emulation

* Run DTN protocols to
generate data set and test
routing module

* Feature vector:

e Source id
Destination id
* Time
Forwarded node
Delivery Success

e Derived from node system
logs

Emulated Nodes

Machine Learning Workstation

Data Collection

Data Analysis

CORE emulation
of IBR-DTN nodes

WlttoeuTi?l:mlc m vector and labels >
(Python, C++) (Python)

Process network
logs into feature

Model Construction

Deployment

CORE emulation
of IBR-DTN nodes
with classification

based routing
(Python, C++)

<

Export
Model

Train model on available

dataset

(Scikit-learn, Keras,

TensorFlow)

Model
Validation

Cross validation,

analyze metrics
(Scikit-learn)
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Network Architecture

 Nodes save local network Central Control System and Storage

logs ‘
* Forward to central Network Region 1: i ¥ Network Region 3:
processing node small Sats T \ Relay to Earth
» Data analysis (train and test) & “‘“:,\:’_3~ | A& Sround Station
perform at central node & A @ TN
4 "
* Distribute model to nodes / & =N ‘z
* Allows for extensive = J
computing resources not -

Network Region 2:
Interplanetary
Network
Landed Assets in
Local Area Network

available to many flight
computers




Emulation Environment

 Emulate multiple nodes on
a single host

e All nodes share same OS,
network stack and
resources are isolated

e Uses Linux containers
(LXC) and Ethernet
bridging

* Emulates network layers 3
and above (network,
transport, session,
application)
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Tool Chain

e Configure CORE emulated
nodes

* IBR-DTN configuration
e Automate node motion

* Automate transfer of
random messages

* Compile network logs

* Format into feature vector
and labels

* Train and validate model
* Export model

Number of Nodes, Sample Data to Send

(fixed size .tar file)

: .

Generate Data Mobility Script
Automation Script (BonnMotion or
(Python) Real World Traces)

N

Emulation Scenario:

CORE mobile nodes running IBR-

DTN Bundle Protocol
(C++/Python/SQLite)

'

Parse network logs, produce

(Python/SQLite)

network history for each node

YL |
IBR-DTN

Configuration
Files

/

|

Export Model to File Train learning Model and
(Python Pickle < Validate Model
Archive) (Scikit Learn)




Base Router

 Manages database of
neighbors and known bundles

e List of local bundles and
recently purged bundles

* Routing extensions
implement routing decisions
for particular algorithm

Topology
Changed

AN

/

Bundle
Received

Base Router Module

Neighbor Database
Neighbor 1 Neighbor 2 Neighbor 3
Summary Summary Summary
Vector Vector Vector

Local Summary Vector |

Local Purge Vector |

Events: Data Changed,
Bundle Queued, Transfer

Neighborhood
Routing
Extension
(Default)

Extension

Static Routing

Epidemic Classification
Routing Routing
Extension Extension




ClaSSIflcatIOn Routlng EXtenSIOn Events: Data Changed, Bundle Queued,

Transfer Completed, Transfer Aborted
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¢ Loa d Iea n | ng m Od eI Classification Routing Extension
 Search for possible Neighbors and oadtearne Mose
. Summar
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Is Singleton Bundle
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Predict_delivery(Local EID,
Destination, Current Neighbor, Time
Index) Returns True
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Decision Tree & Random Forest o
@ @Camivore

. .
Decision Tree s
Entropy(S) = —pg logz pg — po 1082 P .

S
Gain(S,A) = Entropy(S) — %Entropy(Sv)

veVal(A)

Yes @
* O(nxm log m) for n attributes, m training

samples

 Random Forest
* Ensemble of decision trees
* Each tree based on subset of data
* Take the most common answer
* Controls overfitting

* O(M(nxm log m)) for M trees, n
attributes, m training samples




Autoencoder @\‘
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Training Times and Sample Size

* Training set 37,984 samples
 Validation set 16,280 samples

Model Training Times

Algorithm Training Time (s)
Decision Tree 0.05

Random Forest (100 trees) 0.77
Autoencoder (50 iterations) 323.36

* System specs:
e Lambda stack for Ubuntu 18.04
* NVIDIARTX 2070
* Intel Core i7-8750H
16 GB DDR4 RAM



Machine Learning Metrics
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Machine Learning Metrics

Accuracy
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Routing Metrics
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Conclusion and Future Work

e Decision tree performed reasonably well for simple dataset

* Future work to expand feature vector with buffer capacity, node
location, retransmission attempts

* Additional methods such as reinforcement learning
* Apply a variety of techniques to specific aspect of routing problem

» Software defined networking architecture
* Clear delineation between control and data plane



